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1  MEET THE PRODUCT
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Overview & Key Features 

Face 
Detection 

Emotion 
Detection 

Speech-to-text 
Transformation 

LLM Report 
Generation 

Real Time 
Analysis 

A fine-tuned YOLO 
lightweight model is 
capable of drawing a 
bounding box over the 
user’s face 

A second fine-tuned 
YOLO model is able to 
very accurately 
classify the user’s 
emotion from their 
facial expressions 

Integrated Whisper 
model takes real-time 
audio and transcripts it 
into text form. This 
information is later 
used. 

Using the logged 
emotions and 
transcripted text, an 
LLM model generates 
a formatted report of 
the interview. 

Our application is able 
to do this in real time, 
with minimal latency 
that does not sacrifice 
any performance. This 
was one of the 
features that we 
prioritized. 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Target audiences

Employers 
Employers can use IntelliView 
to keep track of different 
candidates for different job 
positions using an 
independent automatic 
system. 

Candidates 
Candidates can use this tool 
as a practice tool to improve 
their interviewing skills, one of 
the main concerns of young 
potential candidates in today’s 
market. 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2  GOING INTO SPECIFICS



First Iteration

Use a single yolo model, trained 
on two different datasets from 
kaggle.  
 
● Facial Expression Image 

Data AFFECTNET YOLO 
Format 

● Face-Detection-Dataset  

Problem: 

● Catastrophic forgetting 

● Mismatch in the data 

Have a system that detect a face 
and their emotion 



Final YOLO System
 
YOLO mode for face detection:  
 

YOLO mode for emotion 
detection:  



Whisper Official Paper
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WHISPER
OpenAI’s open-source Transformer trained on 680 000 hours of 
noisy, multilingual audio. This model listens, transcribes, and even 
translates speech in almost 100 languages as it happens. It outputs 
text tokens that carry 20 ms-resolution timestamps, so every word 
can be anchored to the exact video frame in which it is spoken, 
giving us an airtight bridge between sound, vision, and downstream 
analytics. 

Real-time Speech to Text Capture 

https://cdn.openai.com/papers/whisper.pdf


LLM-Powered Interview-Report Agent

1. Import interview transcript 

2. Clean & timestamp rows 

3. Extract candidate information 

4. Draft summary template 

5. LLM refines summary 

6. Assemble final report 

7. Export TXT / MD / HTML 



Evolution of agent development
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1º Phase  
Advanced models 

(beginning of the project) 
Advanced models 

(beginning of the project) 

Models  
● OpenAI GPT-4 Turbo 128k 
● Mistral-7B-Instruct-v0.2 
● Llama 3-8B-Instruct 

Advantages  
● Rich, human-like narrative that 

impressed recruiters. 
● Could digest full 2-hour transcripts 

without trimming. 

Disadvantages  
● 10 minutes average latency for free 

models due to computational cost 
● $0.50 + per report with GPT-4. 
● Very high computational and token cost 

Next Steps:  
● Cut latency & cost while keeping 

acceptable quality. 
● Target on-prem inference to satisfy 

data-sovereignty rules. 

2º Phase  
Mid-size & Tiny Open Models 

+ Heavy Prompting  
Models  
● BART-Large-CNN SAMSum (Philschmid) 
● Llama-2-7b-chat-hf 
● Microsoft Phi-3-mini-4k-Instruct 
● Google Gemma-2B-IT 

Advantages  
● On-prem GPU deployment slashed cost 

≈ 75 %. 
● Tight prompts enforced consistent 

section headers. 

Disadvantages  
● Candidate-info extraction + external 

search added ~ 4mins, so overall latency 
stayed ≈ 7mins. 

● Language felt formulaic; occasional 
factual slips. 

Next Steps:  
● Embed fast, in-process keyword search 

functions to grab candidate facts and 
eliminate network lag; fold retrieved 
snippets straight into the prompt. 

Final Phase  
Search-Augmented Phi-1.5 

(Current) 
Models  
● Microsoft Phi-1.5 + in-process keyword 

search functions 

Advantages  
● ≈ 20 s end-to-end thanks to regex-first 

extraction, strict 20 s summary timeout 
and 4-/8-bit quantisation. 

● Runs on laptop CPU / 4GB GPU in 
harmony with the web app and the 
others models 

Disadvantages  
● Summary prompt must be extremely 

precise 
● Narrative less rich and creative than 

advanced models 
● 100–150-word limit and template fallback 

Next Steps:  
● Boost narrative quality without hurting 

speed. 
● Fine-tuning or In-Context Learning 
● Use advanced models and send 

notification via app when report is ready 



Website architecture  

Step one 
Secure user integration using hashed passwords 
in order to create a personalized home page. 
Passwords have to satisfy a series of security 
conditions to be validated. 

Step two 
Access your own personal home page. In there 
you will be able to access, modify and delete your 
reports. These will be ordered by  

Step three 
Go into video, press ‘Start Recording’ and begin 
your interview! 
Once you are done, press ‘Stop Recording’ and 
wait a couple of seconds for your automatic report 
to be generated  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3  IT’S TIME TO DEMO!



Comparison of Tested Models' Results (Llama 3 8B)
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Comparison of Tested Models' Results 
(BART-Large-CNN SAMSum)

16 



AI Interpretability 

● Understand the complexity of neural 

networks 

● Building Trust and Confidence 

● Mitigating Bias 

Feature Visualization - Distill 

 



Next Steps & Improvements  
 

Run web application in a server 

  

Use Whisper large models (1.55 B) for multilingual transcription 

  

Use a more complex LLM that adapts to more open conversations 

  

Create a more sophisticated web design 

  

Train our own Emotion Classificator 

 

1 

2 

3 

4 

5 



19 

5  ASK US ANYTHING!!
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